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Let fe L'(R), g LRy with t - p- «,1 - ¢ . » and let Hf, Hg be their
respective Hilbert transforms. We give a simple proof of the identity Hf - Hg -
f+g = H(f-Hg + g - Af yae. and of its inverse in the case (1ip) + (1:.q) < 1
which includes the cases already considered by Cossar and Tricomi. We next
derive applications, especially to boundary values of analytic functions.

1. NOTATION

We consider complex-valued functions on R and use the following
notation:
B(E, F): set of bounded linear operators from vector space £ to
vector space F.
Cy: set of continuous functions vanishing at infinity.

T Fourier operator defined (i) for fe L} by (F/)}x)
jf: f(t) e+t (i) for fe L2, by limits in L? of analogous
truncated integrals.

&* inverse Fourier operator defined by

~——r . Vo L
(F*MNHx) -~ lim - ‘ flryee v dr
i v o0, o

2

L

a.e. on the space of functions f such that this limit

exists a.e.
Hf: Hilbert transform of f, defined a.e. by
. N L (t
(f[f Wx) == luq] e ’ /{,\ f“) ,,f(l;lt) du
Noovooqr SN U
tor felr. V- po s
o multiplication operator by function o(x) isign x.
356

Copyright « - 1977 by Academic Press, Inc.
All rights of reproduction in any form reserved. ISSN 0021-9045



HILBERT TRANSFORMS 357
2. PRODUCT PROPERTIES

2.1. PRELIMINARY LEMMA. If Fe 1% G c L2 then the following identity
holds in C,:

(oF % 0G) — (F x G) = o[(G * oF) + (G * F)}. )

Proof. 1t suffices to point out that, as a straightforward calculation shows,
both sides of (1} are equal to

—~2 sign v | " F(1) G(x — 1) d.
0

2.2. THEOREM. [If fel?, gel® with 1 <p << oo, 1 <g < w0 and
lr =Q1/p) + (]g) < 1, then

Hf-Hg —f-g = H(f  Hg + g - Hf) a.e., )]
f-Hg+g-Hf=—HHf Hg—f-g) ae 3)

When r = 1, this implies in particular that H(f- Hg + g - Hf)e L* and
H(Hf - Hg — fg)e L%

Proof. (a) We first consider the case p =¢9 = 2. By Lemma 2.1
applied with F = §f, G = Fg, and since FHf = o&f, §Hg = oFg in L2
we have

(SHf + §Hg) — (§ + §g) = ol(&g « FHS) 4 (&« FHg)]

in C, . This may be written

S(Hf - Hg —f - 8) = oB(g - Hf + [ Hy), Q)

for
& * &g = (/) whenever fel? gel?

We then obtain identity (2) by making &* operate on both sides of (4)
and by using Proposition 8.3.4 of [1].

(b) Let us now suppose 1/r = (1/p) 4 (1/q) < 1. Then, there exist
fael2NLP, g, e L2 L2 such that £, — fin L? norm, g, — g in L? norm
and

(an)(Hgn) '—fngn = H(angn + gann) a.c. (5)

for every n.

When r = 1, the first member of the latter equality converges to Hf - Hg —
f g in L' norm, while the second one converges to H(f - Hg -+ g - Hf)
in measure ([3], 111, Theorem 6). Consequently, one can find a subsequence
H(f,, - Hgn, + gn, - Hf,) converging a.e. both to Hf-Hg —f-g and
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H(f - Hg -- gHf), which implies identity (2) and in particular that
H(f- Hg -- g - Hf)e L'. ldentity (3) then follows from Proposition 8.2.10
of {1].

When r -~ 1, both members of (5) converge in £* norm since A = B(L", L")
for r - 1. We thus obtain identity (2) a.e. Identity (3) follows by the well-
known property H* -~ —fin L" for r 1.

Remark. The preceding theorem extends Theorem IV of {5] and, a
fortiori, Lemma 16 of [2].

2.3. COROLLARIES. Let fand g be as in the preceding theorem. Then.
(D

HiYx) - (Hi)
Y f °

Pov- ’ CHP O

(rydr

,f,‘;}‘{",; MO gy de

,—w[)'l"’ ;

2y Hf - if (resp. Hf ify and Hg - ig (resp. Hg ig) imply
H(fg) == ifg (resp. H(fg) - --ifg). In particular. H(uv) - we  for u
f— (Hf, v =:g--iHg. similarly, H(uv) - iue for w . f--iHf, v
g - iHg.

3. CONNECTION WITH BOUNDARY VALUES OF ANALYTIC FUNCTIONS

Forfe L”, | < p << o, let us define Cf by

Lo )

() = 5 , L

for z e C\R.
One may easily deduce from |3, p. 67]. that

(CNHE) = lim (A = i)

and
(€ = lim () -1 i)

exist a.e. and satisfy
Cf = (U=Hf +if).  Cf - (-1 20)Hf +if) (6)

We have the following corollaries concerning C: and C:
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COROLLARY 3. If fel? gelt with 1 <p <o, 1 <q < o and
Hr=(/p) 4+ (1/g9) < 1, then H(C'f  C'g) = —i(C*f- C'g) and H(Cf"
C-g) = +i(Cf- Cg) ae. In particular, H(ICtf  Ctg)e L' and H(Cf-
Cgye Ll whenr = 1.

COROLLARY 4. If fand g are defined as in the preceding corollary, then
CHCHf - Crg) = Cf - Cg, CH(Ctf- C'g) =20 a.e,
In particular, CH(C*f- Ctg)e L' when r = 1. Analogous conclusions hold
for C:
CA(Cf Cg = —Cf Cuyg, CHCf-Cg =0 a.e.
Proofs. 1tiseasy to deduce Corollary 3 from relations (6) and Corollary 2.
It is the same for the assertions of Corollary 4 in the case r > 1. Whenr = 1,

it is not even evident that C*(C*f - Ctg) exists a.e. and we must proceed
otherwise. In this purpose, we notice that, for Fe L, we may write

(CF)(x + iy) = 71; f: (FF)1) eitze— dt (y > 0),
= =g [ @R e ar (v <o),

since (2im)(CF)z) == [T2 F(t)(Fg.)(1) dt, where z = x -+ iy, g,(t) = ie’=U(t)
for y > 0, g (t) = —ie?*U(—t) for y <0, U(t) = 0 for t <0, Ut) =1
for t > 0. Moreover, when F = Cif- Ctg and r = 1, we have HF — —iF
by Corollary 3. This implies FHF = —i§F in C, and, consequently,
a&F = —IiFF by Proposition 8.3.1 of {1]. Thus, (FF)(x) = 0 for every x <0,
and

(CtF)(x) = ylirgl fﬂc (FF)() erte 1ty dt = F(x) a.e.,

(CF)x) = 0,

which impilies the first required identities.
Properties concerning C— are deduced by similar arguments,

Remark 1. From relations (6) and the above corollary, one can derive
the following identities too, under the hypotheses of the preceding corollaries:

Cf-Ctg=CHf-Clg+g-Cf—fg) ae,
CfCg=C(fCg+g-Cf+/fp) ae

Remark 2. When r = 1, an alternative proof of the first property of C*+
in Corollary 4 is the following one.
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One has Cif - Ctg == h 4 iHh with h == (i/4)(fHg -~ gHf). By Theorem
2.2, has well as Hh are in LY; consequently, F == C'f - Ctge L' and HF e L},
Moreover, (CF)z) == (1/20)[(—Hn,) * F — i(n, * F)|(x) for 3 >-0, where
z == x iy and n,(x) == (I/7)(y{(x% -~ +?)) is the Poisson kernel. By
Proposition 8.2.3 of [1], this implies (CFXz) == (172D)[n, * (— HF - iF)){x)
and consequently, C+F =- I, which is the required identity.

The existence a.e. and in the L' norm of C°F could be derived from
{4, pp. 220, 221} too.
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